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Abstract—In this paper, we investigate spatial–temporal equal-
ization for IS-136 time-division multiple-access (TDMA) cellu-
lar/PCS systems to suppress intersymbol interference and cochan-
nel interference and improve communication quality. This re-
search emphasizes channels with large Doppler frequency (up
to 184 Hz), delay dispersion under one symbol duration, and
strong cochannel interference. We first present the structure
of the optimum spatial–temporal decision-feedback equalizer
(DFE) and linear equalizer and derive closed-form expressions
for the equalizer parameters and mean-square error (MSE)
for the case of known channel parameters. Since the channel
can change within an IS-136 time slot, the spatial–temporal
equalizer requires parameter tracking techniques. Therefore,
we present three parameter tracking algorithms: the diagonal
loading minimum MSE algorithm, which uses diagonal loading
to improve tracking ability, the two-stage tracking algorithm,
which uses diagonal loading in combination with a reduced
complexity architecture, and the simplified two-stage tracking
algorithm, which further reduces complexity to oneM � M

and one 3� 3 matrix inversion for weight calculation with M
antennas. For a four-antenna system, the simplified two-stage
tracking algorithm can attain a 10�2 bit error rate (BER) when
the channel delay spread is half of the symbol duration and the
signal-to-interference ratio (SIR) of the system is as low as 5 dB,
making it a computationally feasible technique to enhance system
performance for IS-136 TDMA systems.

Index Terms— Interference suppression, spatial–temporal
equalization, time-varying channels.

I. INTRODUCTION

A NTENNA arrays can be used in mobile wireless systems
to mitigate rapid dispersive fading, suppress cochannel

interference, and improve communication quality. For flat fad-
ing channels with antenna arrays, thedirect matrix inversion
(DMI) [1], [2] or the diagonal loading DMI (DMI/DL) [3]
algorithm can be used to enhance desired signal reception
and suppress interference effectively. In this paper, we study
spatial–temporal equalization for dispersive fading channels
with antenna arrays. Our investigation focuses on equalizer
parameter tracking for IS-136 time-division multiple-access
(TDMA) cellular/PCS mobile radio systems with rapid fading
and strong cochannel interference.

For slow fading or time-invariant dispersive channels, where
the channel parameters are available or easily estimated,
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decision-feedback equalization [4]–[6] and linear equalization
are effective techniques to remove intersymbol interference
and cochannel interference. System performance can be further
improved if antenna arrays are combined with the equalizer.
The structure and mean-square error (MSE) of the optimum
diversity combiner and decision-feedback equalizer (DFE)
or linear equalizer (LE) have been derived in [7]–[9] for
channels with additive white Gaussian noise. For channels
with both additive Gaussian noise and cochannel interference,
many researchers [2], [10]–[12] have investigated the optimum
diversity combiner and DFE or LE from different points of
view. In particular, for systems with one antenna, Peterson and
Falconer [11], [12] have studied the minimum MSE (MMSE)
DFE and LE for strictly bandlimited channels. In this paper, we
analyze the performance of the MMSE spatial–temporal DFE
(MMSE-STDFE) and LE (MMSE-STLE) for antenna array
systems with cochannel interference and derive closed-form
expressions for the equalizer parameters and MMSE without
this restriction.

Since the channel can change within an IS-136 time slot, the
spatial–temporal equalizer (STE) requires adaptive algorithms
to track the equalizer parameters. Blind channel equalization
algorithms [13]–[17] have poor performance in IS-136 TDMA
systems because of their slow convergence. Hence, training se-
quences are used to determine the initial setting of the STE and
then the decided (or sliced) signals are employed to track the
equalizer parameters. Even though for time-invariant channels
with additive white Gaussian noise the maximum-likelihood
sequence estimator (MLSE) is superior to the DFE and LE, the
MLSE becomes extremely complicated for multiple-antenna
systems with cochannel interference if spatial and temporal
correlations for both the desired signal and interference are
used. Hence, to reduce computational complexity, the MLSE
in [18] and [19] uses temporal correlation for the desired signal
only, which degrades its performance. On the other hand,
with reasonable complexity, the STE uses spatial and temporal
correlation for both the desired signal and interference and
therefore may provide superior performance with lower com-
plexity. Therefore, we investigate the STE for IS-136 TDMA
systems.

This paper is organized as follows. Section II briefly de-
scribes our mathematical model of mobile radio systems
with antenna arrays and some statistical properties for mo-
bile wireless channels. Then, Section III derives closed-form
expressions for the parameters and MSE of optimum spa-
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Fig. 1. System model.

tial–temporal equalization. Next, Section IV develops param-
eter tracking algorithms for the STE, including thediago-
nal loading MMSE(DLMMSE) and two-stage tracking algo-
rithms. Finally, Section V presents computer simulation results
of the performance of the STE in various environments.

II. SYSTEM MODEL

For mobile wireless communication systems withanten-
nas, as shown in Fig. 1, the received signal at theth sensor,

, can be expressed in baseband form as

(1)

where is the desired data from the transmitter,
is the combined channel and signal impulse response at the

th sensor corresponding to the desired data, andis the
symbol period. In IS-136 TDMA systems, the baud rate is

ksymbols/s and in (1) includes
stationary and nonstationary interference, which can be written
as

(2)

In (2), is the additive complex white Gaussian noise
with two-sided power spectral density
is the complex data of theth interferer, and is the
combined impulse response of theth sensor corresponding to
the th interferer. We will assume that both the transmitted and
the interference data areindependent, identically distributed
(i.i.d.) complex zero-mean random variables with variance

The received signals from the antenna arrays can be also
expressed in vector form as

(3)

with

(4)

(5)

and

(6)

In IS-136 TDMA systems, the shaping pulse is a square-
root raised cosine with rolloff parameter which is
a real and symmetric function

(7)

where

otherwise.

(8)

Therefore, the combined channel impulse response can be
expressed as

(9)

where denotes convolution and represents the mul-
tipath fading of wireless channel.

For a two-path Rayleigh fading channel model

(10)

In the above expression, is the delay spread between the two
paths, which is usually less thanin IS-136 TDMA systems.
We assume that and and

are narrow-band complex Gaussian processes, which
are independent for different’s and ’s. They have the same
relative power spectral density [20]

(11)

where is the Doppler frequencywhich is related to the
vehicle speed and the carrier frequency by

(12)

where is the speed of light. For systems with carrier
frequency GHz, the Doppler frequency can be as large
as Hz when the user is moving at 60 mi/h.

The two-path Rayleigh fading channel model is the stan-
dard channel model specified for IS-136 TDMA system and,
furthermore, is considered as the worst case model. Hence,
we have considered the two-path Rayleigh fading channel
model for the results in this paper. However, the optimum STE
presented in Section III and the parameter tracking approaches
presented in Section IV do not rely on the specific channel
model and, hence, are applicable to any channel.
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(a)

(b)

Fig. 2. MMSE-DFE for systems with cyclostationary interference.

III. OPTIMUM SPATIAL–TEMPORAL EQUALIZERS

In this section, we study theminimum MSE STE(MMSE-
STE) for channels with known statistical characteristics. We
first introduce the MMSE-DFE and MMSE-LE for single-
antenna systems with cyclostationary interference and then
generalize the results to wireless systems with multiple an-
tennas through asingle-channel equivalent model[9]. We also
investigate the general configuration of the MMSE-STE.

A. MMSE-DFE and MMSE-LE for Systems
with Cyclostationary Interference

Petersen and Falconer [11], [12] have investigated the
structures and MSE’s of the MMSE-DFE and MMSE-LE
in the frequency domain for strictly bandlimited channels.
Below, we obtain closed-form expressions for the parameters
and MSE’s of the MMSE-DFE and MMSE-LE without this
restriction. With bandlimited channels, our expressions appear
different from, but are numerically equivalent to [11] and [12].

The MMSE-DFE for a one-antenna system with cyclosta-
tionary interference is shown in Fig. 2(a), which is similar
to the MMSE-DFE for systems with stationary interference
[6]. However, the expressions for in the two cases are
different although the derivation of the MMSE-DFE in both
environments is similar. We highlight the difference in the
derivations in the Appendix.

Define

(13)

(14)

and

and
(15)

From the Appendix, the for the MMSE-DFE in Fig. 2(a)
is

(16)

and the MSE of the MMSE-DFE is

(17)

where

(18)

The parameter in (16) can be calculated in frequency
domain by

(19)

and

(20)

(21)
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in the above expression is a stable one-sided Fourier
transform

(22)

which is uniquely given by

(23)

is given by

(24)

Following a similar derivation, the and MSE for the
MMSE-LE are

(25)

and

(26)

The parameter for the MMSE-LE is given by

(27)

where the definitions of and are the
same as before, except that is the two-sided Fourier
transform defined as

(28)

B. MMSE-STDFE and MMSE-STLE for Systems
with Cyclostationary Interference

Using thesingle-sensor equivalent modeldeveloped in [9],
we can easily extend the above results to multiple-antenna
systems to derive the MMSE-STDFE and MMSE-STLE with
cyclostationary interference.

For an -antenna system, thecompounded channel impulse
responseis defined as

(29)

and thecompounded channel additive noiseas

(30)

where and
According to [9], a single-antenna system with

desired signal channel impulse response interference
channel impulse responses and additive
noise is equivalent to the -antenna system.

From the results established in the previous section, the
for the MMSE-DFE and MMSE-LE can be expressed as (16)
and (25), respectively. Let

(31)

Hence, by virtue of (29), the for the MMSE-STDFE in
Fig. 2(b) is

(32)

The for the MMSE-STLE is

(33)

The expressions of the parameter and MSE for the
MMSE-STDFE and MMSE-STLE are the same as those in
the previous section except that is replaced by

(34)

where

(35)

Since usually differ, the concept of the
matched filterfor stationary interference systems is not valid
here. Note that, if there is no cyclostationary interference, then
the and the minimum MSE are the same as those in [7].

C. General Configuration of the MMSE-STE
for Bandlimited Systems

For systems with only additive noise, the optimum MMSE-
STE [7], [21] can be implemented using matched filters
followed by a (discrete) -spaced equalizer. Since the concept
of a matched filter is not applicable for the systems with
both additive noise and cochannel interference, a new struc-
ture has to be used. Hence, we investigate the configuration
of the MMSE-STE for bandlimited systems with cochannel
interference.

Let be any -bandlimited filter response whose
spectrum satisfies

(36)

where is the spectral flatness parameter. Note that
can take any value that is square
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Fig. 3. General configuration of MMSE-STDFE for systems with cyclostationary interference.

integrable. Here, we set where is the rolloff
parameter of the shaping pulse (8), which is 0.35 in IS-136.

Since is bandlimited, Hence,
for and

(37)

Using thesampling theorem, we have

(38)

where

(39)

(40)

Hence

(41)

Substituting the above identity into (32), we have

(42)

where

and

Hence, the MMSE-STDFE in Fig. 2(b) can be implemented
as in Fig. 3, where for and are
discrete filters with parameters It can be shown that
the MMSE-STLE has a similar structure to that in Fig. 3, but
without the decision-feedback filter.

In IS-136 TDMA systems, Hence, in (36)
can have many different values, which give multiple
Therefore, the parameter sets for the MMSE-STE are
not unique. For some pathological parameter sets, a small
perturbation in the parameters can cause large performance
degradation, and, therefore, the STE will not be robust in this
case.

In the above discussion, we have assumed that the channels
are time invariant. However, the derivation is also applicable
to time-varying channels if the channel fade duration is
much larger than the length of the channel impulse response,
which is true in IS-136 TDMA systems.

IV. PARAMETER TRACKING OF

SPATIAL–TEMPORAL EQUALIZER

Once the channel parameters are known, the MMSE-STE
can be implemented as in Fig. 3. As stated before, since the
channel can change within an IS-136 time slot, the channel
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parameters must be estimated. In this section, we investigate
the parameter tracking of the STE.

A. MMSE-STE with Diagonal Loading

As shown in Fig. 3, in our MMSE-STDFE, a square-root
raised-cosinecontinuousfilter filters the received signal at
each antenna, and then discrete filters enhance the signal and
suppress interference. Practical communication systems use
only finite length forward filters and feedback filter. The
parameters of the forward and feedback filters are updated by
decision-directed algorithms.

Let denote theobservation vectorat time
consisting of oversampled outputs from the square-root raised-
cosine continuousfilters and the previous decided symbols

for and denote theparameter vectorat time
consisting of the forward and feedback filter parameters.
The MMSE algorithm is a direct algorithm, which finds the

that minimizes

(43)

where is the window length. In IS-136 TDMA systems, the
training sequence contains 14 symbols. Hence,is usually
less than or equal to 14.

Direct calculation yields that theparameter vector that
minimizes is

(44)

where

(45)

and

(46)

In order for the STE to accurately track fast fading chan-
nels, the length of the window cannot be too long. Hence,
the MMSE algorithm will have some estimation error. If it
converges to a pathological parameter set, small parameter
estimation error can cause large performance degradation.
Therefore, the MMSE algorithm is not robust in all cases.

To keep the equalizer parameters from converging to patho-
logical sets, we consider the use of diagonal loading, which
finds the that minimizes the following cost function:

(47)

where

(48)

Here, denotes the trace of which is the
summation of the diagonal elements of and is the

Fig. 4. Two-stage STE for systems with cyclostationary interference.

regularization factor. From (47), direct calculation yields

(49)

The regularization factor in (48) is a positive parameter that
depends on the delay spread and the strength of the noise
and interference, but good performance is typically achieved
for between 0.001 and 0.01. The above algorithm is called
the diagonal loading MMSE (DLMMSE) algorithm, which is
one form of DMI/DL for spatial processing in [3]. Note that
if the interference-to-noise ratio is knowna priori or can be
determined, better performance can generally be obtained with

determined by [3, eq. (31)], rather than (48).

B. Two-Stage Tracking Algorithms

The DLMMSE algorithm requires inversion of a matrix
which has a length given by the total number of spa-
tial–temporal parameters and therefore can be computationally
intensive. For example, if the forward filter at each antenna
has two taps and the feedback filter has one tap in Fig. 3, then
for four-antenna systems, a 99 matrix inversion is required
to compute the filter parameters, which can be difficult for
real-time implementation.

In [22], a space–time decomposition algorithm has been
proposed for the STE to reduce the computational complexity
when interference is not present. With interference, we propose
a modified version of the STE of [22] as shown in Fig. 4, and
combine it with the DLMMSE algorithm.

In this STE, and
are combined at the first, second, and third combiners, re-
spectively. The weighting vector is estimated for each
combiner by the DLMMSE algorithm using

as the observation vector and as the reference
signal. That is, is calculated by

(50)

where



1188 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 48, NO. 4, JULY 1999

(51)

(52)

Hence, the output of the first stage combiner is

(53)

The weighting vector at the final combiner is calculated
by

(54)

where

(55)

(56)

and

(57)

(58)

Hence, the output signal is given by

(59)

We call the equalizer that uses the abovetwo-stage tracking
algorithma two-stage STLE. Decision-feedback can be used at
either the first stage combiners or the second stage combiner.
Hence, we refer to these equalizers as thefirst-stage STDFE
and thesecond-stage STDFE, respectively.

For an -antenna system, a two-stage STLE requires two
and one 3 3 matrix inversion, since

However, the computation in the two-stage STLE
can be further reduced if we calculate by

(60)

which eliminates the calculation of We call this equal-
izer a simplified two-stage STLE, since it requires only one

and one 3 3 matrix inversion.

V. PERFORMANCE EVALUATION

THROUGH COMPUTER SIMULATIONS

The performance of the STE has been evaluated through
computer simulation, which focused on its application in IS-
136 TDMA systems. The simulation uses the system model
described in Section II. Each time slot contains a 14-symbol
training sequence followed by 134 symbols randomly drawn
from
The parameters of the equalizers are initially estimated using

Fig. 5. Performance of DLMMSE-STDFE and DLMMSE-STLE: required
SIR for BER= 10

�2 versustd with fd = 184 Hz and SNR= 20 dB.

the training sequence, and after the training period, they are
tracked using decided (sliced) symbols. DQPSK modulation
is used with coherent detection. The four-antenna system
has white Gaussian noise and a single cochannel interferer,
whose powers are given by the signal-to-noise ratio (SNR)
and the signal-to-interference ratio (SIR), respectively. The
channels use the two-path model with the same average power
for each path, the same delay spread for both desired and
interference channels, and Hz, unless otherwise
specified. The signal received by each antenna is first passed
through a square-root raised-cosine filter and then oversampled
at the ideal sampling time at a rate of for the STE.
The desired signal and interference are time aligned for the
results presented in this section (note that the relative timing
does not significantly affect the performance of the STE). One
feedback tap is used for the STDFE. To give insight into the
average behavior of the STE in various environments, we have
averaged the performance over 1000 time slots.

Fig. 5 shows the required SIR for a bit error rate (BER)
of different length DLMMSE-STE’s for channels with

SNR dB and different ’s. From the figure, without
delay spread, both the five-tap DLMMSE-DFE and four-tap
DLMMSE-LE, i.e., spatial processing only, operate up to

2.5-dB SIR. With increasing the equalizer’s interference
suppression ability is reduced. As increases, the equalizer
performance is generally improved by increasing the number
of taps. However, for rapid dispersive fading channels, a too-
long equalizer does not necessarily have good performance
because the parameter tracking performance degrades with
increasing equalizer length, even through the longer equalizer
always performs better than the shorter one with the optimum
equalizer parameters. Hence, in Fig. 5, the five-tap DLMMSE-
DFE and four-tap DLMMSE-LE have the best performance
if while the 13-tap DLMMSE-STDFE and 12-tap
DLMMSE-STLE have the best performance if Usu-
ally in IS-136 TDMA systems [24], therefore, the
nine-tap DLMMSE-STDFE and eight-tap DLMMSE-STLE
are two of the best STE’s.
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Fig. 6. BER versus window length for DLMMSE-DFE withfd = 184 Hz,
SNR = 20 dB, SIR= 5 dB, andtd = 1=4T:

Fig. 7. Effect of SNR on BER of different length DLMMSE-STLE’s with
fd = 184 Hz, SIR= +1, and differenttd ’s.

The performance of the DLMMSE-STE is not sensitive to
the length of the window used to estimate the equalizer’s
parameters, as shown by Fig. 6.

Fig. 7 shows the BER versus SNR for channels with
different ’s and without cochannel interference when
the DLMMSE STLE uses the optimum for interference
suppression. Without delay spread, the four-tap equalizer
attains a 10 BER when the SNR is 9.5 dB. However, if

the SNR must be greater than 14 dB to maintain
the same BER. However, for both the eight-tap STLE and the
12-tap STLE, the required SNR for a given BER varies by
only about 1 dB for all channels with

If we know that the system has no intersymbol and cochan-
nel interference, we can selectto optimize the performance.
For example, a four-tap spatial equalizer with the optimum
for channels without delay spread will attain a 10BER at
SNR 6 dB, which is about 3.5 dB better than that of the
equalizer with the optimum for interference suppression.

Fig. 8. Effect of SNR on BER of nine-tap DLMMSE-STDFE withfd = 184

Hz, SIR = 5 dB, and differenttd ’s.

Fig. 9. Effect of SIR on BER of nine-tap DLMMSE-STDFE withfd = 184

Hz, SNR= 20 dB, and differenttd’s.

Figs. 8 and 9 show the BER of a nine-tap DLMMSE-DFE
for different SNR’s, SIR’s, and ’s. In particular, for channels
with , the nine-tap STDFE attains a 10 BER
when SIR dB, SNR dB or SIR dB, SNR

dB.
Figs. 10 and 11 show the required SIR of a nine-tap STDFE

for BER when the two-path fading channel has
different ’s or unequal average power ratios’s. From
Fig. 10, with decreasing the required SIR is reduced
dramatically. For channels with Hz and
the required SIR for a 10 BER is 6 dB, while it is as low
as 10 dB with Hz. According to Fig. 11, the STE
has the worst performance with the two-path fading channel
with equal average power. Hence, we have selected the equal
average power two-path fading channel model for most of our
simulations.

Fig. 12 shows the performance of a two-stage STLE. Com-
pared with the 5-tap, 9-tap, or 13-tap DLMMSE-STDFE, the
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Fig. 10. Effect oftd on required SIR of nine-tap DLMMSE-STDFE for BER
= 10�2 with SNR = 20 dB and differentfd’s.

Fig. 11. Effect oftd on required SIR of nine-tap DLMMSE-STDFE for BER
= 10�2 for unequal average power two-path channels with different average
power ratios,fd = 184 Hz, and SNR= 20 dB.

two-stage equalizer has less sensitive required SIR curves.
Considering the computation complexity and noise and in-
terference suppressing performance, the two-stage STLE is
preferred over the DLMMSE-STDFE.

Figs. 13 and 14 show the BER of the two-stage STLE under
various conditions. Compared with Figs. 8 and 9, the two-
stage STLE has stronger noise suppressing ability, but weaker
interference suppressing ability than the nine-tap STDFE.

Figs. 15 and 16 show the required SIR of the two-stage
STLE for two-path channel with different ’s or unequal av-
erage powers for each path. Similar to the nine-tap DLMMSE-
DFE, as the average power ratiobetween two paths de-
creases, the curves become flatter. The required SIR decreases
with decreasing

Fig. 17 compares the required SIR for a 10BER for the
original and simplified two-stage STLE. Compared with the
original two-stage STLE, the simplified STLE has only about
a 0.5-dB degradation when However, it has almost
the same performance when

Fig. 12. Effect oftd on required SIR of two-stage STLE for BER= 10�2

with fd = 184 Hz and SNR= 20 dB.

Fig. 13. Effect of SNR on BER of two-stage STLE(� = 0:009) with fd
= 184 Hz, different td’s, and SIR’s.

VI. CONCLUSIONS

In this paper, we have investigated spatial–temporal equal-
ization for IS-136 TDMA systems to mitigate intersymbol
interference and suppress cochannel interference, and thereby
enhance system performance. With known channel parameters,
we have derived the structure and the MSE of the MMSE-STE
for multiple-antenna systems with cochannel interference. The
MMSE-STE can be implemented as a continuous pulse shap-
ing filter followed by fractionally spaced discrete filters at each
antenna. However, the optimum parameter sets are not unique.
For some pathological parameter sets, small perturbations
on the parameters can cause large performance degradation,
which explains why the MMSE parameter tracking algorithm
is not robust in some cases. Hence, we developed thediag-
onal loading MMSE-STEand thetwo-stage tracking STEto
keep the STE from converging to the pathological parameter
sets. Furthermore, to reduce the computational complexity,
we developed asimplified two-stage tracking STLE, which
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Fig. 14. Effect of SIR on BER of two-stage STLE(� = 0:009) with fd
= 184 Hz, SNR= 20 dB, and differenttd’s.

Fig. 15. Effect oftd on required SIR of two-stage STLE for BER= 10�2

with SNR = 20 dB and differentfd’s.

requires only one and one 3 3 matrix inversion
for -antenna systems, but can attain a 10BER for

, Hz, and SIR 5 dB. Hence, considering
performance and complexity, the simplified two-stage STLE
is a promising technique for IS-136 TDMA systems.

APPENDIX

COEFFICIENT DERIVATION OF THE OPTIMUM DFE

Let the receiving filter in Fig. 2(a) have square-
integrable impulse response Then the output of the
receiving filter is

(A-1)

The output of the equalizer is

Fig. 16. Effect oftd on required SIR of two-stage STLE for BER= 10�2

for an unequal average two-path channel with different power ratiosr, fd
= 184 Hz, and SNR= 20 dB.

Fig. 17. Comparison of required SIR for the original and simplified
two-stage STLE withfd = 184 Hz and SNR= 20 dB.

(A-2)

If the decided symbols are all correct, the intersymbol in-
terference caused by for can be eliminated by
selecting

(A-3)

If the data are i.i.d. random variables, the MSE of the
equalizer output is
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(A-4)

Using calculus of variations, we can show that the that
minimizes the MSE satisfies

(A-5)

where

(A-6)

and

(A-7)

Multiplying both sides of (A-5) by and using
(A-6), we have

(A-8)

where

(A-9)

Let

(A-10)

Using the Poisson sum formula [23], we have

(A-11)
with

(A-12)

Denote the Fourier transform of the one-sided sequence
as

(A-13)

and the Fourier transform of the two-sided sequence
as

(A-14)

Then (A-8), can be written in the frequency
domain as

(A-15)

or in vector form as

(A-16)

Therefore

(A-17)

where is an identity matrix and

(A-18)

(A-19)

and

...
...

... (A-20)

Hence, can be expressed in terms of
in the time domain as

(A-21)

where the Fourier transform of is the th element of the
-element vector function

(A-22)

When , (A-8) implies that

(A-23)

for By means of (A-21)

(A-24)
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where

(A-25)

and

(A-26)
Denote

(A-27)

From [6, Appendix A]

(A-28)

where is a stable one-sided Fourier transform

(A-29)

which is uniquely determined by

(A-30)

The dc component in can be found by

(A-31)

Substituting (A-28) into (A-17), we have

(A-32)

Multiplying both sides of (A-5) by and integrating,
from (A-4), the MSE of the MMSE-DFE is

(A-33)
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